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such as information present in brain signals and signal processing 
algorithm output in terms of recognition and extraction of features (Wang, 
H. et al. (2016)). The information found in the signal depends on the 
strength of the signal, the location of the electrode, the quality of the 
electrode, and the quality of the amplifier used for recording. In the 
literature of Hochberg et al. (Hsu, H. T.et al. (2015)), numerous EEG signal 
acquisition systems and methods have been presented. The pre-processing 
of the EEG signal requires noise extraction, artifact extraction, using band-
pass filtering of the captured signals. The different pre-processing 
techniques such as regression-based and independent component-based 
approaches are discussed in Srinivasulu and Reddy's literature (2012). 
Some special filters, such as recurrent common spatial patterns (CSP), 
short-time Fourier transformation (STFT), singular value decomposition 
(SVD), are also used for pre-processing purposes (Srinivasulu & Reddy 
(2012)). Using a variety of feature extraction algorithms such as cepstrum, 
Hjorth parameter, power spectral density, relative spectral power (RSP), 
time-frequency is extracted from the pre-processed signals in the various 
articles (Wang, Y.et al. (2012); Bhattacharyya & Mukul (2016, September); 
Liang, W. (2018); Bhattacharyya & Mukul (2018); Mukul & Matsuno 
(2010); Das, B. Ether et al. (2016)). A variety of machine learning 
algorithms such as support vector machine (SVM), discriminant analysis 
(DA), probabilistic Bayesian classifier (Duda, R. O. et al. (2012) can be 
applied to the extracted features to get the final decision.; Stock & Balbinot 
(2016)). 
 
The paper is structured as follows: Section 2 addresses the explanations of 
the experimental paradigm used in this work; Section 3 explains the 
specifics of the signal processing algorithm neuro-feedback system; 
Section 4 outlines the outcome and discussions, and finally, Section 
5 reports the conclusion and future. 
 

2. EXPERIMENTAL PARADIGM 
 

The data set used in this experiment was supplied by the Institute for 
Biomedical Engineering, Graz University of Technology, Department of 
Medical Informatics. Correspondence (Gert Pfurtscheller) to Alois Schlögl 
& lt alois.schloegl@tugraz.at & gt. 
 
During a feedback session, this dataset was recorded from a normal subject 
(female, 25y). In a relaxing chair with armrests, the subject was seated. The 
role was to use left or right-hand gestures to manipulate a feedback bar 
using imagery. The order of the right and left signs was random. The 
experiment is made up of 7 runs, each with 40 trials. Both runs were 
performed with several minutes of break in between on the same day. 
There are 280 trials of the duration of 9s in total. The first 2s was quite an 
auditory signal indicates the beginning of the trial at t= 2s, the trigger 
channel (# 4) went from low to high, and for 1s a cross "+" was shown; then 
an arrow (left or right) was shown as a cue at t= 3s mentioned in Fig.1. The 
EEG was sampled at 128Hz and filtered from 0.5 to 30Hz. The training and 
research trials were chosen randomly. Because of the reviews, this should 
avoid any institutional effect. 

 
 

Figure 1: Electrode positions (left) and timing scheme (right). 
 

3. METHODOLOGY 
 

In this paper, the authors focus on the batch processing for mental 
classification using unsupervised learning reflection. The block diagram of 
the proposed method is shown in Fig.2. In the paper, the raw EEG signals 
were filtered by 15 bands from the alpha region and 36 bands from the 
beta region mainly two types of filters are used with 6 coefficients such as 
finite impulse response (FIR) and infinite impulse response (IIR). In the 
IIR filter, the Chebyshev and elliptic filter have been considered for the 
filtration. 
 

The recorded EEG signals based on the channel name and type of 
imagination (i.e., left and right-hand movement imagination) represented 

as 
k

CX (n) , where C  [C3, C4] and k  [left, right]. 

The filtered EEG signal 
k

CE (n)  represented as    

k k

C CE (n) h(n)*X (n)  ,                                                        (1) 
                                                                                                                                                                                                                                                             

where h(n)  signifies the impulse response
 
and

 
k

CX (n)  signifies EEG 

signal 
 

 
 

Figure 2: Proposed methodology 
 
This filtered EEG signal is further processed for the feature extraction 
like mean, variance, or cepstrum estimation. 
 

k k

C CV (n) var(E (n))
                                                                (2) 

k k

C CM (n) mean(E (n))
                                                                                     (3) 

k k

C CC (n) Ceps(E (n))
                                                             (4)

 

 
This extracted feature is further processed for the classification using 
linear classifiers like FLDA and SVM separately.  
 

4. RESULTS AND DISCUSSIONS 
 

The processing of the EEG signal was considered to achieve maximum 
classification accuracy. The raw EEG signal was filtered by the FIR and IIR 
(Butterworth, Chebyshev, and Elliptical) filters to extract the rhythmic 
band information corresponding to the 0-30 Hz frequency band. The 
extracted rhythmic band signal was further applied to the feature 
extraction step, where we estimated the mean, variance, and Cestrum of 
both channels. After working with the different brands, we came to know 
that the MI is hidden in the alpha and beta band having frequency range 8-
13 Hz and 18-26 Hz. so we have a total of 48 tables for alpha and beta band, 
24 for each where we used different filters, feature extraction method, and 
classifier. 
In Table. 1, by keeping the feature extraction method and classifier 
constant, we varied the filters and try to find out which filter satisfy the 
null hypothesis (the hypothesis that there is no significant difference 
between specified cases due to sampling or experimental error). 
 
Similarly, we draw different tables by keeping constant some variables 
while changing the other one and we got finally six tables. Among the FLDA 
classifier, the FIR filters gave a more satisfactory result and satisfy the null 
hypothesis. But in the case of SVM, all the FIR and IIR filters both are 
equally good and satisfy the null hypothesis. The mean, variance, and 
Cestrum of the estimated PSD over the training data were subjected to 
estimate the accuracy of the different filters for the different bandwidth. 
Further, the estimated accuracy was subjected to evaluate the 
performance over the testing data. 
 
In Table 2, we have the training and testing accuracy for the different 
classifiers, feature extraction methods, and filters. The algorithm which 
gave maximum accuracy in the case of training and testing data is 
mentioned here. So we concluded that the ellipse filter (IIR) in pre-
processing, variance in feature extraction method, and SVM among 
classifier gave maximum accuracy with 95% in training data and 84.28% 
in testing data. 
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Table 1: List of various filters with FLDA and SVM classifiers.  
Sl. No. Algorithm Null Hypothesis  Sl. No. Algorithm Null Hypothesis 
1 FIR_Mean_FLDA Satisfied  13 FIR_Mean_SVM Satisfied 
2 Butt_Mean_FLDA Not  14 Butt_Mean_ SVM Satisfied 
3 Cheby_Mean_FLDA Not  15 Cheby_Mean_ SVM Satisfied 

4 Ellipse_Mean_FLDA Not  16 Ellipse_Mean_ SVM Satisfied 
       
5 FIR_Var_FLDA Satisfied  17 FIR_Var _ SVM Satisfied 
6 Butt_ Var _FLDA Not  18 Butt_Var _ SVM Satisfied 

7 Cheby_ Var _FLDA Not  19 Cheby_Var _ SVM Satisfied 
8 Ellipse_ Var _FLDA Not  20 Ellipse_ Var _ SVM Satisfied 
       
9 FIR_Ceps_FLDA Satisfied  21 FIR_ Ceps _ SVM Satisfied 
10 Butt_ Ceps _FLDA Satisfied (Beta)  22 Butt_ Ceps _ SVM Satisfied 
11 Cheby_Ceps_FLDA Satisfied (Beta)  23 Cheby_Ceps _ SVM Satisfied 

12 Ellipse_Ceps_FLDA Satisfied  24 Ellipse_Ceps _ SVM Satisfied 

 

Table 2: Testing and training accuracy for different classifiers and filters. 
Sl. No. Algorithm Traning(Acc.) Testing (Acc.) 

1 FIR(Beta)_Mean_FLDA 52.85 41.42 

2 FIR(Beta)_Var_FLDA 80 79.28 
3 FIR(Beta)_Ceps_FLDA 46.42 55.71 

4 Butt(Beta)_Ceps_FLDA 60 57.14 
5 Cheby(Beta)_Ceps_FLDA 61.42 60 
6 Ellipse(Alpha)_Ceps_FLDA 59.28 57.85 
    
7 FIR(Beta)_Mean_SVM 78.57 46.42 
8 Butt(Beta)_Mean_SVM 97.85 52.85 

9 Cheby(Beta)_Mean_SVM 97.14 56.42 
10 Ellipse(Alpha)_Mean_SVM 98.57 62.14 
    
11 FIR(Beta)_Var_SVM 89.28 79.28 
12 Butt(Beta)_Var_SVM 94.28 77.14 
13 Cheby(Beta)_Var_SVM 95 75.71 

14 Ellipse(Alpha)_Var_SVM 95 84.28 
    
15 FIR(Beta)_Ceps_SVM 99.28 55.71 
16 Butt(Beta)_Ceps_SVM 97.85 57.85 
17 Cheby(Beta)_Ceps_SVM 99.28 60 
18 Ellipse(Alpha)_Ceps_SVM 97.85 59.28 

 

5. CONCLUSION 
 

The human brain is complex in nature. It is an open challenge for a 
researcher to find the universal feature in all subjects so one can achieve 
maximum information from incoming brain signals. The numerous 
research papers reported the maximum value of average classification 
accuracy greater than 80–90% and slightly above.  
 
The performance of the BCI system depends on the advanced methods of 
signal processing, feature extractions, and machine learning techniques. 
The main objective of this project is to provide a simple algorithm for 
motor imagery classification. To achieve the desired goal, we segregated 
the proposed methodology into two parts, such as a reactive frequency 
band identification methodology from training data and a movement 
imagery classification methodology of testing data based on this reactive 
frequency band. Usually, a finite impulse response (FIR) filter is used to 
select a certain band of frequency because it reduces the burst or peaks of 
the biomedical signals due to their averaging operation. But we observed 
that the IIR filter (Ellipse filter) came up with a more accurate result with 
variance as feature extraction method and SVM as classifier. 
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